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Abstract

Few-shot learning allows pre-trained language
models to adapt to downstream tasks while
using a limited number of training examples.
However, practical applications are limited
when all model parameters must be optimized.
In this work we propose a strict definition of
parameter efficiency and apply a new technique
for parameter efficient few shot learning. Our
training method combines 1) intermediate train-
ing by reformulating natural language tasks as
entailment tasks (Wang et al., 2021a) and 2)
differentiable optimization of template and la-
bel tokens (Zhang et al., 2021). We quantify
the tradeoff between parameter efficiency and
performance in the few shot regime and prose
a simple model agnostic approach that can be
extended to any task By achieving competitive
performance while only optimizing 3% of a
model’s parameters and allowing for batched
inference, we allow for more efficient practical
deployment of models.

1 Introduction

Large pre-trained language models have shown
good adaptability to solve natural language process-
ing (NLP) tasks. Typically, such language models
are adapted to a downstream task through a transfer
learning approach known as fine-tuning (Howard
and Ruder, 2018). Although fine-tuning improves
performance on downstream tasks, it is costly. Tra-
ditional fine-tuning updates every parameter of the
model (355 million in the case of roBERTa)and
requires storing a separate copy of the model for ev-
ery downstream. Therse storage requirements can
become prohibitive task thus necessitating research
into more parameter efficient methods . Alternative
fine-tuning methods that update fewer parameters
can have other tradeoffs. For example, adapter tun-
ing fine-tunes a small number adapter parameters
inserted between the transformer layers (Houlsby
et al., 2019)but requires optimizing external pa-
rameters and still fine-tunes on the entire training
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dataset. Other methods have explored fine-tuning
in the few shot case, where a limited number of
labeled training samples are used for fine-tuning.
These approaches have the disadvantages of rely-
ing on extreme model size (Brown et al., 2020)
(Lester et al., 2021), optimizing all model param-
eters (Wang et al., 2021a),(Zhang et al., 2021), or
using external architectures (Houlsby et al., 2019)
(Li and Liang, 2021) (Gao et al., 2021). In this
project, we present a simple extensible method
that achieves few-shot performance without any
extra parameters by combining two approaches:
1) leveraging trainable label description pseudoto-
kens rather than updating all the model parameters
(Zhang et al., 2021), and 2) reformulating natural
language processing tasks as entailment tasks, en-
abling better generalization to downstream tasks.
(Wang et al., 2021a). Our major contributions are
as follows.

* Our method achieves competitive few shot
performance while optimizing only 3% of a
model’s parameters reducing storage costs by
a factor of 30.

* We introduce a strict definition of parameter
efficiency which extends the practical uses
of few shot learning by allowing batching of
computation across tasks.

2 Related Work

2.1 Finetuning

The standard method for fine-tuning Masked Lan-
guage Models (MLMs) like BERT applies a clas-
sification head to the [CLS] token representation.
The language model learns to update the [CLS] rep-
resentation to better solve the downstream task. A
number of reformulations have been proposed seek-
ing to increase performance and improve parameter
efficiency.



2.2 Prompting

Language models learn a general set of abilities
that can be adapted to specific downstream tasks.
One method is to use task-specific natural language
prompts to guide the language model output. GPT-
3, for example, uses prompts and in-context exam-
ples to achieve good few-shot performance on var-
ious tasks (Brown et al., 2020). GPT-3 leverages
extreme scale (175 Billion parameters) to adapt
to natural language prompts without fine-tuning.
Prompting can be particularly useful for few-shot
learning in the low-data regime. For some tasks, a
well designed prompt can be shown to be equiva-
lent to hundreds or thousands of additional labeled
training points (Le Scao and Rush, 2021). AUTO-
PROMPT uses a gradient-based search to optimize
a discrete prompt (Shin et al., 2020). LMBFF uses
an auxiliary language model to generate a set of
candidate prompts and chooses the best candidate
(Gao et al., 2021).

2.3 Pattern Exploiting Training

One alternative to standard fine-tuning is to model
the output as a cloze completion task where the
output is the model’s representation of a masked
input token (Schick and Schiitze, 2021). Intuitively,
this approach works well because it more closely
matches the training process for MLMs. In the
pre-training task for models such as BERT and
roBERTA, the model is asked to predict the identity
of a masked token based on the hidden representa-
tions of neighboring tokens.

Further work has extended this approach to use
natural language prompts to guide the cloze output
(Gao et al., 2021). Additional work has focused on
training the prompt tokens in continuous space by
optimizing a set of prompt pseudotokens. (Li and
Liang, 2021) (Liu et al., 2021) (Lester et al., 2021).
Additionally in the DART method, the tokens used
as classification labels can be optimized (Zhang
et al., 2021).

2.4 Entailment Reformulation

Work from (Wang et al., 2021a) focuses on improv-
ing language model performance by formulating
NLP tasks as an entailment task. Fundamentally,
entailment seeks to determine whether for a pair of
inputs (S1, S2), the first sentence entails or contra-
dicts the second one. Many standard NLP classifi-
cation tasks can be reformulated as a an entailment
task. For example, a sentiment analysis task can be

be framed as an entailment task using the following
template:

[CLS] S, [SEP]S5[EOS], (1)

With Sy = "It was great" as the entailment prompt.
Instead of using the [CLS] token representation of
S to classify the review as positive or negative as
in standard fine-tuning, we instead concatenate the
text with the prompt and use the [CLS] token rep-
resentation of the concatenated sequence to denote
whether the first sentence entails the second.

For multi-class classification problems we con-
struct a different input for every class and take the
label as the class with the highest entailment score.

A key to the success of the entailment approach
from (Wang et al., 2021a) is an intermediate train-
ing step where the pre-trained language model is
fine-tuned on a natural language inference (NLI)
task like MNLI. Intuitively, the model can be
adapted to be good at one entailment task and then
generalize to perform well on other reformulated
entailment tasks.

2.5 Parameter Efficiency

Related works adopt various, sometimes contra-
dictory, definitions of parameter efficiency when
applied to language model fine-tuning. Broadly,
these definitions can be grouped into several cate-
gories:

1. reducing the number of model parameters nec-
essary to achieve good few shot adaptability

2. optimizing a small subset of the total model
parameters

3. avoiding external parameters or changes to the
model architecture

Some works on few-shot learning explore tech-
niques allowing smaller models to learn robustly
(Wang et al., 2021a). Large models such as GPT3
with 175 billion parameters can take advantage of
their scale to perform well at few-shot in-context
learning (Brown et al., 2020). A technique can be
parameter efficient if it allows similar results be be
achieved with a smaller language model e.g. a 340
million parameter roBERTa model rather than the
175 billion parameter GPT-3 or 11 billion parame-
ter T5.

Parameter efficiency can also aim to optimize a
smaller number of task specific parameters while
keeping most of the language model parameters
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frozen. Adapter tuning inserts trainable layers be-
tween the frozen layers of a Transformer language
model. (Houlsby et al., 2019). Prompt tuning op-
timizes a small set of trainable input tokens while
keeping the pre-trained Transformer layers frozen
(Lester et al., 2021). Lite Self Training (LiST)
freezes most of the encoder parameters and only
trains a small number of adapter parameters (Wang
et al., 2021b). LoRA, adds low rank trainable ma-
trices into (Anonymous, 2022) while freezing the
pretrained model.

Other works define parameter efficiency as the
lack of a need for parameters external to the model
being fine-tuned. Part of the motivation for differ-
ential prompt tuning (Zhang et al., 2021) is that it
directly optimizes trainable pseudotokens without
the need for an external model such as LSTM in
P-tuning (Liu et al., 2021). Such approaches are
advantageous as they require no modifications to
a pre-trained model’s architecture and do not add
additional inference time like adapters.

In addition, we are focused on parameter effi-
ciency applied to the few shot learning regime.
Therefore, we do not take advantage of any ad-
ditional unabeled training data. Iterative PET
used this approach to pseudolabel unlabelled train-
ing data and provide extra training examples to a
model (Schick and Schiitze, 2021). LiST iteratively
trains a student model on data pseudolabeled by
a teacher model (Wang et al., 2021b). However,
semi-supervised learning requires extra unlabeled
training data as well as additional training compu-
tation compared to true few-shot learning.

Entail: Positive
Not Entail: Negative

Figure 1: Differential Entailment Approach

3 Approach

Our main approach is shown in Figure 1. We con-
vert all NLP tasks to the entailment format and fine-
tune few shot models from an intermediate train-
ing checkpoint. The entailment approach outlined
in (Wang et al., 2021a) performs traditional fine-
tuning and updates all model parameters via gradi-
ent descent. Instead of performing the computation-
ally expensive update step on all model parameters,
our approach fine-tunes only the prompt and label
tokens in continuous space. By using more expres-
sive pseudotokens as part of our prompt and by
training only the input parameters, we achieve a
parameter efficient few shot learning method with
competitive few-shot performance.

3.1 Pseudotokens

With discrete tokens, the label template tokens are
either chosen manually or determined through a
search over tokens in a discrete space. In compar-
ison, our label descriptions are optimized in con-
tinuous space via back-propagation and hence can
attain more expressive, fine-grained representations
to prompt a model for a certain task. Formally, we
define a set of pseudotokens 7 ¢ V outside of the
normal vocabulary. The pseudotoken embedding
h(T) is a trainable set of parameters that are opti-
mized via backpropagation. For a given input we
might have the following prompt:

S1[SEP] 79717z it was [LABEL]

We differentiably optimize prompting pseudoto-
kens. We also experiment with allowing the label
embedding h([LABEL] to be a pseudotoken with a
trainable embedding. For label and prompt tokens



we experiment with both initializing these pseudo-
tokens embeddings randomly and initializing them
with the embeddings of the original tokens.

3.2 Parameter Efficiency

We adopt the strictest definition of parameter ef-
ficiency that has practical advantages for down-
stream applications. In Differentiable Entailment
we 1) use a smaller language model compared to
GPT-3 or T3, 2) freeze the main encoder parame-
ters, 3) only fine-tune a limited set of pseudotokens
without any external parameters or architectural
modifications and finally employ strict few-shot
learning without using any additional training data.
Following the method in Prompt Tuning, we freeze
the main model parameters and only fine-tune the
subset of trainable input tokens (Lester et al., 2021).
In contrast to Prompt Tuning we also fine tune the
model classification head since we are outputting
a specific classification label rather than using a
generative model such as T5.

By freezing the model parameters we can effi-
ciently optimize a smaller set of task-specific pa-
rameters, namely the pseudotoken embeddings as
well as the entailment classification head. In con-
trast to approaches outlined above, which rely on
a large-scale model to make up for a reduction in
trainable parameters (Lester et al., 2021), we use a
smaller language model. With roBERTa-large this
leads to a more than 30x reduction in the number of
trainable parameters. Furthermore, instead of stor-
ing a fine-tuned 355 million parameter model for
each task, we only need to store the task-specific
trainable embeddings and classification head. Fi-
nally, in contrast to methods which finetune all
the model parameters (Zhang et al., 2021) (Wang
et al., 2021a) or methods with external parameters
(Houlsby et al., 2019) our method allows the hidden
state computation for different tasks to be batched
together since only the task specific prompt embed-
dings need to be changed. Such batching allows
many models to potentially be run at the same time.
LoRA also allows for multitask batching, however
applying additional low rank matrices to later trans-
former layers is more complex than simply swap-
ping out a set of task specific input embeddings
(Anonymous, 2022).

3.3 Templates

We explore several different approaches to combin-
ing label templates with pseudotokens. For various
tasks we adapt the standard prompt templates used

Method Template
Cloze S_1 [SEP] it was [MASK]
Entailment S_1 [SEP] it was great

Differential Prompt S_1 [SEP][Prompt tokens] great
Differential Label and Prompt  S_1 [SEP][Prompt tokens] [Label token]

Table 1: Example Prompting Templates for a Sentiment
Classification task. For our method we optimize either a
set of prompt pseudotokens and/or a label pseudotoken.

in previous works (Zhang et al., 2021) (Wang et al.,
2021a). For example, sentiment analysis tasks such
as CR can be prompted for both entailment and
cloze completion in a simple way. In 1, we show
label templates for a sentiment analysis tasks. For
such tasks, the prompt standard template is "it was
great”. The cloze completion method concatenates
the prompt to the input sentence and masks out
the label "great", whereas our method concatenates
the template without masking the token of inter-
est and predicts entailment. When training label
templates in the continuous space, we initialize
from the embeddings of the label template tokens
in the standard template. For example, given the
following template:

S1[SEP] Ty ... Tjit was great
We would train the prompt tokens "it", "was", the
label token "great" and j + 1 additional pseudoto-
kens.

For sentence pair tasks such as Quora Question
Pairs (QQP), we adopt a slightly different template
following (Wang et al., 2021a)(Zhang et al., 2021).
The task is to predict entailment based on the sen-
tence pairs and a set of prompt pseudotokens in-
serted between them. For QQP we use the format

S1[SEPIT ... T; S5

3.4 Symmetry of Entailment

In (Wang et al., 2021a), a single label description p
is used for each example in a binary classification
task, e.g. a binary sentiment classification task is
formulated as whether input sentence .S; entails
So = "This indicates positive sentiment.". To en-
courage more robust tuning of the label description
parameters and classification head, we experiment
with using two label descriptions p; and p_; for
binary classification tasks, and augment the dataset
as:

Dtrain - {(‘rivplayi) ) (xiap—l) _yl)}’{il (2)
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Figure 2: Entailment allows batching of hidden state computations across tasks
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Figure 3: Symmetry for simple data augmentation

For a positive sentiment example, the two cor-
responding samples in the training dataset

would be (z;,p1,1) and (x4,p-1,—Vi)
where p; = This indicates positive sentiment
with label 1 (does entail) and p_; =

This indicates negative sentiment ~ with  label

0 (does not entail).

4 Experiments

4.1 Evaluation

We evaluate our method on the tasks from (Wang
et al., 2021a) which are mainly the subset of the
GLUE and SuperGLUE benchmark tasks that are
compatible with the entailment reformulation. In
addition, we follow the best practices for evalua-
tion of few shot NLP fine-tuning methods (Bragg
et al., 2021). For each experiment we sample 5
non-overlapping training folds and report average
performance after k-shot training over the entire
test set (Gao et al., 2021). Hyperparameters are
tuned for each task and method.

4.2 Implementation Details

Models are implemented using the pytorch (Paszke
et al., 2019) and transformers (Wolf et al., 2019) li-
braries with code adapted from (Zhang et al., 2021).
Our pre-trained model is roBERTa large (Liu et al.,
2019). Checkpoints for roberta-large-base as well
as checkpoint models are downloaded from hug-
gingface. We experiment with different interme-
diate checkpoints, namely roberta-large-mlni and
a checkpoint trained robustly on a wide variety
of NLI tasks (adversarial NLI /ANLI)(Nie et al.,
2020). Experiments were run using approximately
100 GPU hours on a single V100.

4.3 Results

Table 2 contains main results for single sentence
classification tasks. Table 3 shows results for vari-
ous sentence pair tasks. We compare our approach
with other few shot learning techniques and experi-
ment with various modifications to the differential
entailment method.

4.4 Intermediate Training

We experiment with different intermediate training
steps. Table 5 shows results for fine-tuning various
checkpoints. The MNLI and ANLI checkpoints
drastically outperform the roberta-base checkpoint
because they have been adapted to perform well on
entailment tasks. The ANLI model was trained on
multiple augmented entailment tasks(Wang et al.,
2021b) and offers a further boost in performance.
These results show that the entailment reformu-
lation relies heavily fine-tuning a model that has
already been adapted for entailment.



SST-2 MR CR MPQA Subj CoLa
Full Training Dataset
Majority 50.9 50 50 50 50 69.1
Finetuning 95 90.8 89.4 89.4 97 86.2 (1.6)
EFL 96.9(0.2) 92.5(0.1) 925(04) 90.80.4) 97.1(0.2) 86.4(0.5)
Few Shotk = 16
Fine Tuning 81.4 (3.8) 76.9(5.9) 75.8(3.2) 59.0(3.4) 90.8(1.8) 70.0(0.9)
DARTS 93.5(0.5) 882(1.0) 91.8(0.5) 856(0.3) 90.7(1.4) -
LMBFF 923 (1.0) 85.5(2.8) 91.0(09) 858(1.9) 91.2(1.1) 69.5(0.5)
EFL 90.8 (1.0) 86.2(0.8) 92.3(04) 87.0(0.6) 80.0(5.4) 69.4(0.9)
DE 91.9(0.5) 87.1(2.1) 91.5(1.4) 87.0(09) 89.5((24) 70324
DE PE 91.1(0.2) 84.5(0.3) 91.6(0.2) 859(0.6) 81.5(0.1) 69.7(0.3)

Table 2: Main Results: all results use roBERTa-large as the base architecture, the standard deviation across 5 training
folds is given. Differentiable Entailment (DE) is our method fine-tuning all model parameters. Differentiable
Entailment Parameter Efficient (DE PE) is our parameter efficient method which only finetunes the trainable

pseudotokens and classification head.

Base MNLI ANLI
SST-2 50.1(0.1) 89.8(1.3) 91.1(0.2)
MR 51.1(0.2) 83.6(0.4) 84.5(0.3)

MRPC QQP
Full Training Dataset  (f1) (f1)
Majority 81.2 0
Finetuning 89.9 (1.7) 89.0(0.1)
EFL 91.0 (0.8) 89.2 (0.1)
Few Shotk =16
Fine Tuning 76.6 (2.5) 60.7 (4.3)
DARTS 78.3(4.5) 67.8(3.2)
LMBFF 76.2 (2.3) 67.0 (3.0)
EFL 76.2 (1.3) 67.3(2.6)
DE 83.3(0.1) 72.9(0.3)
DE PE 78.0 (1.5) 72.6 (0.7)

Table 3: Results for sentence pair tasks. NLI tasks such
as MNLI, QNLI and SNLI are excluded from the com-
parison because these datasets are already incorporated
as part of the intermediate training step

Tokens SST2

0 90.5 (0.4)
2 91.1 (0.7)
5 91.1 (0.2)
20 90.6 (0.5)

Table 4: Performance Scaling with number of trainable
pseudotokens. Using a set of 5 trainable pseudotokens
performed best.

Table 5: Importance of Intermediate Training Steps: Ac-
curacy is shown for finetuning from the roberta-large
checkpoint, a checkpoint trained on MNLI, and a check-
point trained on ANLI, a large number of curated and
synthetic NLI examples. The more robustly trained NLI
checkpoint consistently performs better on downstream
tasks.

4.5 Prompting Schemes

We further experiment with different prompting
schemes. We find best performance when we train
the prompt tokens, the label token and an addi-
tional set of task specific pseudotokens. Table 4
shows scaling with various numbers of prompting
pseudotokens. Using 5 additional pseudotokens
in addition to trainable prompt and label tokens
worked best.

4.6 Symmetry

By adding an symmetric entailment example for
binary classification tasks during training we can
effectively provide double the training signal. How-
ever, it appears that it is difficult for the model to
learn from the two complementary training signals
in a few shot scenario. Simply adding the sym-
metric examples at training time leads to a drop in
performance 6. These results reveal limitations in
the model’s actual understanding of the entailment
task. When given only the template with the posi-
tive label the model learns to associate entailment



SST-2 MR CR
DE PE 91.1 (0.2) 84.5(0.3) 91.6(0.2)
DE PE Sym 51.1 (3.1) 48.3(3.3) 52.2(24)

Table 6: Few shot learning results on binary classifi-
cation using symmetric entailment scheme. DE PE is
the regular parameter efficient differential entailment
method. Training with both symmetric signals does not
lead to a robust model.

with the positive class and not entailment with the
negative class. When using additional symmetric
examples, this correlation is reversed and may be
too difficult for a model of this size and ability
to parse. Further work could explore improving
this method or ensembling the outputs of models
trained on symmetric examples.

S Analysis and Discussion

Our method achieves competitive performance
with other few shot learning techniques while opti-
mizing 30 times fewer parameters. On most single
sentence tasks performance is within a few points
of methods that train all model parameters. When
we relax the constraints on parameter efficiency
performance is directly competitive with other few
shot learning methods. In some cases we exceed
the performance of methods that rely on optimizing
all model parameters or even additional external
architectures. Notable we achieve much stronger
performance on sentence pair tasks such as MRPC
and QQP. We theorize that this may be because
these sentence pair tasks are most similar to the
entailment tasks seen during intermediate training.

Fundamentally, intermediate training is crucial
for parameter efficient performance because it
gives the model a head start in adapting to the re-
formulated task. We see that using a strong NLI
trained intermediate model improves results. To
adapt to a specific entailment task then requires
only a small number of parameter updates.

6 Conclusion

In this paper we achieve parameter efficient few-
shot learning by combining 1) entailment refor-
mulation of NLP tasks and 2) trainable prompt
pseudotokens in the continuous space. Our Differ-
entiable Entailment approach achieves competitive
results while only training 3% of the parameters
compared to match. We quantify the impact of in-
termediate training steps and different prompting

schemes. By adopting a strict definition of a param-
eter efficiency we achieve few-shot performance
with fewer trainable parameters, no external param-
eters and without scaling up model size or using
unlabeled training data. One major limitation is
that we have to train a separate classification head
for each downstream task, limiting potential gains
in parameter efficiency. Further work could explore
different intermediate training tasks, ensembling
sets of prompts tokens and combining cloze com-
pletion for classification with the entailment refor-
mulation. Given that our method is model agnostic
and efficient it is likely to be broadly applicable to
additional tasks.

7 Broader Impact

Parameter efficient models, especially with the
method described in this paper have the poten-
tial to allow use of machine learning models on
a more widespread basis. In our approach, batch-
ing computations for different tasks and using a
single forward pass through a model could allow
many models to be run on a single device at a single
team. Such a scheme has advantages in terms of
providing more accessibility to machine learning
models and reduced energy consumption. How-
ever, parameter efficiency also opens that door to
running personalized models that may be injurious
to individual security or privacy. For example, user
specific embeddings could easily be trained to pre-
dict a user’s behavior with a specialized model. We
anticipate that such potential use cases of param-
eter efficient few shot learning should be treated
carefully.
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